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CONCURRENT TRANSCODING OF
STREAMING VIDEO FOR IMMEDIATE
DOWNLOAD

TECHNICAL FIELD

This disclosure relates to concurrent transcoding of
streaming video so that the video is available for immediate
download.

BACKGROUND

Many users of mobile devices record video and related
audio content to memorialize a variety of events in order for
those events to be experienced by others that were not able
to be physically present at the event.

For conventional recording of streaming video, upon
receiving a request to record the streaming video, the video
is recorded and then transcoded to convert the video into a
format that can be supported by the device. If the video is to
be published, the video is transcoded a second time in order
for the video to be published in a format acceptable for
download. For example, when a remote host session is
accessed and then recorded, an encoder allows for viewing
of the video on the user device. If the session is to be
published, the session is sent locally to disk and then needs
to be uploaded for publishing. The process of transcoding
the video twice needlessly consumes resources, such as
processing power and system memory, and can also frustrate
the user because of the amount of time it takes to publish the
video.

SUMMARY

The following presents a simplified summary of the
disclosure in order to provide a basic understanding of some
aspects of the disclosure. This summary is not an extensive
overview of the disclosure. It is intended to neither identify
key or critical elements of the disclosure nor delineate any
scope of particular embodiments of the disclosure, or any
scope of the claims. Its sole purpose is to present some
concepts of the disclosure in a simplified form as a prelude
to the more detailed description that is presented later.

In accordance with one or more embodiments and corre-
sponding disclosure, various non-limiting aspects are
described in connection with performing video streaming
and transcoding in parallel or at substantially the same time.
Transcoding the video while the video is being streamed
allows the video to be available for immediate download to
one or more target devices.

An embodiment relates to a device that includes a
memory and a processor. The memory stores computer
executable components and the processor executes the com-
puter executable components stored in the memory. The
computer executable components include a communication
component that receives a video record request and a capture
component that records a video of an event indicated by the
video record request. The computer executable components
also include a transfer component that streams the video to
a host device as the video is being recorded and a conversion
component that transcodes at least a portion of the video
while the video is being streamed to the host device.

Another embodiment relates to a device that includes a
memory and a processor. The memory stores computer
executable components that are executed by the processor.
The computer executable components include a receiver
component that receives, from a target device, a request for
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a video and an authorization component that allows access
to the video based on an identification of the target device.
The video can be stored in the memory. The computer
executable components also include a communication com-
ponent that streams the video to the target device and a
transformation component that transcodes the video while
the video is streamed to the target device.

A further embodiment relates to a method that includes
receiving, from a target device, a request for a video. The
method also includes allowing access to the video based on
an authorization level associated with the target device.
Further, the method includes streaming the video to the
target device and transcoding the video while the video is
being streamed to the target device.

Another aspect relates to a method that includes receiving
by a processor of a first device a video record request and
recording a video on the first device in response to the video
record request. The method also includes streaming to a host
device at least a portion of the video as the video is being
recorded and transcoding at least a portion of the video while
the video is being streamed to the host device.

The following description and the annexed drawings set
forth certain illustrative aspects of the disclosure. These
aspects are indicative, however, of but a few of the various
ways in which the principles of the disclosure may be
employed. Other advantages and novel features of the dis-
closure will become apparent from the following detailed
description of the disclosure when considered in conjunction
with the drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

Various non-limiting implementations are further
described with reference to the accompanying drawings in
which:

FIG. 1 illustrates an example non-limiting system that
provides streaming video in a format that is available for
immediate download, according to an embodiment;

FIG. 2 illustrates an example non-limiting system that
provides one or more portions of a video that are available
for immediate download, according to an embodiment;

FIG. 3 illustrates an example non-limiting system that can
convey a video in a format that is ready for immediate
download at a target device, according to an embodiment;

FIG. 4 illustrates a system that broadcasts video avail-
ability information, according to an embodiment;

FIG. 5 illustrates an example, non-limiting system for
enhancing a video that is available for immediate download,
according to an embodiment;

FIG. 6 illustrates an example, non-limiting system that
provides alternative views of a video in a format that is ready
for immediate download, according to an embodiment;

FIG. 7 illustrates an example non-limiting method for
providing concurrent transcoding of a streaming video,
according to an embodiment;

FIG. 8 illustrates another example, non-limiting method
that can convey a video in a format that is ready for
immediate download at a target device, according to an
embodiment;

FIG. 9 illustrates a block diagram representing an exem-
plary non-limiting networked environment in which various
embodiments can be implemented; and

FIG. 10 illustrates a block diagram representing an exem-
plary non-limiting computing system or operating environ-
ment in which various embodiments may be implemented.

DETAILED DESCRIPTION

Various embodiments or features of the subject disclosure
are described with reference to the drawings, wherein like
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reference numerals are used to refer to like elements
throughout. In the following description, for purposes of
explanation, numerous specific details are set forth in order
to provide a thorough understanding of the subject disclo-
sure. It may be evident, however, that the disclosed subject
matter can be practiced without these specific details, or with
other methods, components, materials, and so forth. In other
instances, well-known structures and components are shown
in block diagram form in order to facilitate describing the
subject disclosure.

By way of introduction, the subject matter disclosed
herein relates to streaming a video, based upon a request for
the video. At substantially the same time as the video is
being streamed, the video is also being transcoded. The
almost simultaneous streaming and transcoding of the video
allows for the video to be available for immediate download.

One non-limiting implementation relates to a device that
includes a memory that stores computer executable compo-
nents and a processor that executes the computer executable
components stored in the memory. The computer executable
components include a communication component that
receives a video record request and a capture component that
records a video of an event indicated by the video record
request. The computer executable components also include
a transfer component that streams the video to a host device
as the device is being recorded and a conversion component
that transcodes at least a portion of the video while the video
is being streamed to the host device.

The device, according to an embodiment, also includes an
annotation component that bookmarks one or more portions
of the video. The bookmark identifies the one or more
portions of the video to be transcoded. Further to this
embodiment, the conversion component transcodes only the
one or more portions of the video that are bookmarked. The
system can also include a merge component that aggregates
the one or more portions of the video into a single file.
Additionally or alternatively, the system can include an
indicator module that distinguishes a first portion of the one
or more portions from a second portion of the one or more
portions. Further to this embodiment, the first portion and
the second portion can be contiguous portions of the video
or noncontiguous portions of the video.

In an aspect, the event indicated by the video record
request is an active video chat session running on the device.
In another aspect, the event indicated by the video record
request is an active remote hosting session open between the
device and another device.

Another implementation relates to a device that includes
a memory and a processor. The memory stores computer
executable components that are executed by the processor.
The computer executable components include a receiver
component that receives, from a target device, a request for
a video. The video can be stored in the memory. The
computer executable components also include an authoriza-
tion component that allows access to the video based on an
identification of the target device. Further, the computer
executable components include a communication compo-
nent that streams the video to the target device and a
transformation component that transcodes the video while
the video is streamed to the target device.

The device, according to an embodiment, further includes
a broadcast component that notifies availability of down-
loadable content to a set of target devices. The notification
can be a general public notification and the set of target
devices can represents all devices capable of receiving the
notification. Alternatively, the notification can be a selective
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notification, wherein the set of target devices are selected as
a function of at least one configurable parameter.

In an implementation, the receiver component receives a
first video from a first user device and a second video from
a second user device, wherein the first video and the second
video represent alternative views of a single event, e.g., a
video chat. Further to this embodiment, the device includes
a delta component that identifies differences between the
first video and the second video and an enhancement com-
ponent that creates a third video as a result of the identified
differences. The third video is an enhanced version of a
combination of the first video and the second video. Further
to this aspect, the enhancement component combines frames
of'the first video with an audio segment of the second video.
The device, according to some aspects, further includes an
enhancement component that combines the first video with
the second video to create a third video and an output
component that outputs the third video to the target device
in response to the request. The device, according to some
aspects, includes an output component that outputs the
alternative views in a split-screen format in response to the
request for the video. Further to this embodiment, the device
can include a synchronization component that harmonizes
the alternative views.

Another implementation relates to a method that includes
receiving, from a target device, a request for a video. The
method also includes allowing access to the video based on
an authorization level associated with the target device.
Further, the method includes streaming the video to the
target device and transcoding the video while the video is
streamed to the target device.

According to an implementation, the method can include
notification (e.g., push notification) of an availability of
downloadable content to a set of devices that includes the
target device. Further to this embodiment, the notification
can include sending a general public notification to all
available devices, including the target device. Alternatively,
the notification can include sending a selective notification,
wherein the set of target devices are selected as a function
of at least one configurable parameter.

The method, according to some embodiments, includes
receiving a first video from a first user device and receiving
a second video from a second user device. The first video
and the second video represent alternative views of a single
event. The method also includes identifying differences
between the first video and the second video and creating a
third video as a result of the identified differences, wherein
the third video is an enhanced version of a combination of
the first video and the second video.

In another implementation, the method includes receiving
a first video from a first user device and receiving a second
video from a second user device. The first video and the
second video represent alternative views of a single event.
Further to this embodiment, the method can include output-
ting the alternative views for rendering on a display of the
target device, wherein the alternative views are rendered in
a split-screen format.

A further implementation relates to a method that includes
receiving by a processor of a first device a video record
request and recording a video on the first device in response
to the video record request. The method also includes
streaming to a host device at least a portion of the video as
the video is being recorded and transcoding at least a portion
of the video while the video is being streamed to the host
device.

In an implementation, recording a video on the device in
response to the video record request includes recording a
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video of an active remote hosting session between the first
device and a second device. In another implementation,
recording the video on the device in response to the video
record request includes recording a video of an active video
chat session between the first device and a second device.

The method, in a further implementation, includes receiv-
ing a bookmark identifying one or more portions of the
video to be transcoded and transcoding the one or more
portions of the video that are bookmarked without transcod-
ing other portions of the video. Further to this implementa-
tion, the method includes aggregating the one or more
portions of the video into a single file.

Referring initially to FIG. 1, illustrated is an example
non-limiting system 100 that provides streaming video in a
format that is available for immediate download, according
to an embodiment. Generally, when a request to record a
streaming video (e.g., a remote hosting session or live video
chat session) is received, in order for the video to be
published in a format suitable for download, the video has
to be transcoded. In some cases, the transcoding of the
video, after the request to record the video is received, might
be the second time that the video has been transcoded.
Transcoding is a direct digital-to-digital data conversion
from one type of encoding to another type of encoding. If a
target device does not support the format of the video being
downloaded, the video is transcoded to a format that is
supported by the target device. Transcoding of the video a
second time can be time consuming, which can result in user
dissatisfaction, perceived negative issues associated with the
source of the video, the target device, and so forth. Thus,
according to an embodiment, system 100 can be utilized to
transcode the video at substantially the same time as the
video is being streamed (e.g., to a host device) so that the
video can be available for immediate download at the target
device.

Various embodiments of the systems, apparatuses, and/or
processes explained in this disclosure can constitute
machine-executable components embodied within one or
more machines, such as, for example, embodied in one or
more computer readable mediums (or media) associated
with one or more machines. Such component(s), when
executed by the one or more machines (e.g., computer(s),
computing device(s), virtual machine(s), and so on) can
cause the machine(s) to perform the operations described.

System 100 can be included, at least partially, on a user
device 102. The user device 102 can be for example, a
mobile phone, a desktop computer, a tablet computer, a
laptop computer, a gaming device, and other types of
communication devices. User device 102 can include a
memory 104 that stores computer executable components
and instructions. User device 102 can also include a pro-
cessor 106 that executes the computer executable compo-
nents stored in the memory 104. It should be noted that
although one or more computer executable components may
be described herein and illustrated as components separate
from memory 104, in accordance with various embodi-
ments, the one or more computer executable components
could be stored in the memory 104.

In an embodiment, user device 102 includes a communi-
cation component 108 that receives a video record request
110. The video record request 110 can be received based on
a manual input from a user. For example, an information
technology (IT) help technician may be running a remote
hosting session to show a user how to perform a particular
task on the user’s laptop. This may be a task that the IT
technician has had to show other users multiple times before.
The IT technician and user may agree, at a certain point in
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the active remote hosting session, to record parts of the
session in a video for upload as a help video. The IT
technician or the user may select a button on the user’s
laptop to convey a recording request and initiate video
capture of the remote hosting session open between the
user’s laptop and the technician’s computer. Alternatively,
the technician may select a button on the technician’s
computer and initiate video capture of the remote hosting
session open between the technician’s computer and the
user’s laptop. Accordingly, in this example, the user device
102 can be the user’s laptop or the technician’s computer.

As another example, a college student might be listening
to a professor’s lecture and would like to record at least a
portion of the lecture. Thus, the student can indicate that
recording should begin by, for example, pressing a button
(e.g., a physical button) on the user device 102, selecting a
button (or other visual means) on a user interface display of
the user device 102, through voice activation, or through
other manners of conveying a recording request. Thus,
although not illustrated, the user device 102 can include one
or more cameras and one or more speakers, as well as other
components that can be utilized to capture the event.

In some embodiments, the video record request 110 can
be generated automatically based on defined criteria. In an
example, the video record request 110 can be prepro-
grammed wherein the recording begins on a certain day and
time (e.g., May 13 at 7:00 p.m., every Saturday at 10:30
p-m., and so forth) in order to capture an event that occurs
(or is expected to occur) at the indicated day/time. Further
to this example, the duration of the recording can be
predetermined (e.g., 30 minutes, one hour, and so on) or the
recoding can continue until an instruction is received to stop
the recording (e.g., a manual input from the user).

In some embodiments, the recording can stop based on an
incident occurring, such as movement of the user device
(intentional or unintentional), which can be detected through
a gyroscope, accelerometer, Global Positioning System
(GPS), or other means of detecting movement of the user
device 102. Additionally or alternatively, the recording can
stop based on usage of the user device 102 to perform
another function (e.g., answer an incoming communication,
initiate an outgoing communication, opening of a browser,
and so forth).

In accordance with some embodiments, the recording can
start based on detection of movement, detection of a heat
source (e.g., infrared), or through other sensing means. For
example, a person might wish to record wildlife in their
backyard and upload the video for their friends to view.
Thus, the person might install trail cameras that detect
movement or heat (e.g., of a deer, coyote, bear, or other
animal) as the animal passes through an area that can be
captured by the trail camera. When the detection occurs, the
device (e.g., trail camera) can begin automatic recording for
a defined length of time (e.g., two minutes, five minutes, and
so on). After (or at substantially the same time as) recording
of the video by the camera, the video can be uploaded to a
host device (e.g., one or more remote computers). The video
is uploaded in such a manner that the video is available for
immediate download (e.g., by accessing a website, by send-
ing the video to a target device through electronic means,
such as in an email, and so forth).

As a result of the indication that recording should begin
(e.g., video record request 110), the communication com-
ponent 108 sends a notice to a capture component 112 that
records a video 114 (and related audio content) of an event
116 (e.g., a remote hosting session, a video chat, a classroom
lecture, deer movement in the woods, and so forth). Accord-
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ing to some embodiments, at substantially the same time as
the event 116 is being recorded by the capture component
112, the video 114 can be viewed on the user device 102
(e.g., though a display or user interface component). The
video 114 can be any duration such as, for example, 22
seconds, 3 minutes, 46 minutes, 2 hours, and so forth.

Further, a transfer component 118 can stream the video
114 to a content hosting device (e.g., a host device 120),
wherein others (illustrated as target devices 122) can access
the video 114 though interaction with the content hosting
device. For example, the host device 120 can provide a
website or other location that allows others to access videos
stored on (or accessible by) the host device 120 (or multiple
host devices).

In order for the video 114 to be available for immediate
download, user device 102 can include a conversion com-
ponent 124 that can transcode the video 114 at substantially
the same time as the video 114 is being streamed to a display
device (e.g., to the user device’s display device or to the
technician’s laptop in the case of the remote hosting ses-
sion). For example, conversion component 124 can perform
a two-step process that involves decoding the video to an
intermediate uncompressed format and then encoding the
video into a target format. However, other manners of
transcoding the video can be employed by conversion com-
ponent 124.

The host device 120 can retain (e.g., in memory) the video
114 in the transcoded format such that when a request for the
video is received from one or more target devices 122, the
video is available for immediate download to those target
devices 122. The download can begin immediately since the
video has already been transcoded and, therefore, a subse-
quent transcoding process is not needed before the video can
be downloaded to the one or more target devices 122.

FIG. 2 illustrates an example non-limiting system 200 that
provides one or more portions of a video that are available
for immediate download, according to an embodiment. The
system 200 can include an annotation component 202 that
bookmarks at least a portion of the video. The bookmark
(sometimes referred to herein as a tag or a marker) identifies
at least a portion of the video that is to be transcoded by
conversion component 124. The portions of the video that
are not bookmarked by annotation component 202 are not
transcoded by conversion component 124. Thus, only the
bookmarked portion(s) of the video are made available for
immediate download at the target device(s) 122.

In accordance with some embodiments, annotation com-
ponent 202 can tag the one or more portions of the video
with markers that indicate where to start and stop the
transcoding of the video at about the same time as the video
is being streamed. Thus, a single video can have any number
of start (transcoding) markers and stop (transcoding) mark-
ers, which is a result of how many portions of the video are
to be transcoded.

For example, capture component 112 can be recording a
lecture that has a duration of three hours. A student in the
lecture hall can selectively identify the portions that should
be transcoded so that only interesting (or relevant) portions
of the lecture are available for immediate download. In such
a manner, the three hours lecture can be condensed and the
condensed version can be made available for immediate
download to the target device(s) 122. In some embodiments,
the entire (three hours) lecture remains available (e.g., at the
user device 102, at the host device 120), however, only the
identified portions are available for immediate download,
since those are the portions that have been transcoded.
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In accordance with some embodiments, the indication of
the portions of the video that should be transcoded can be
automatically inferred by system 200 based upon various
parameters including user preferences or based on other
parameters, such as keywords, phrases, identification of one
or more people speaking (e.g., through voice recognition,
through physical feature recognition or other biometrics)
and so forth. For example, if there is a panel of six speakers
at a presentation, the annotation component 202 can be
configured to bookmark when each speaker begins and ends
their presentation.

In accordance with some embodiments, the annotation
component 202 includes an indicator module 204 that pro-
vides identifying information associated with each portion
of the video that is bookmarked by annotation component
202. The indicator module 204 can distinguish a first portion
of the video from a second portion (or other portions) of the
video. The first portion and the second portion (or subse-
quent portions) can be contiguous portions or noncontiguous
portions of the video. Continuing the above example, indi-
cator module 204 can include the speaker’s name and/or the
subject matter of the material being presented. The identi-
fying information can be utilized to jump to relevant por-
tions of the video (e.g., skip over speakers or content that is
not of interest to the viewer).

Additionally or alternatively, system 200 can include a
merge component 206 that can aggregate the one or more
portions into a single file. For example, a first portion, a
second portion, and a third portion (or subsequent portions)
of the video can be tagged by annotation component 202.
Each portion can have the same duration or a different
duration. Further, each portion can have the same or differ-
ent identifying information. In the case where two or more
portions are not contiguous, merge component 206 can stitch
each portion together (e.g., the second portion begins at
about the same time the first portion stops, the third portion
begins at about the same time that the second portion stops,
and so forth). The portions can be stitched together in such
a manner that markers, provided by indicator module 204,
that correspond to respective sections can allow a viewer to
identify each portion of the single file.

FIG. 3 illustrates an example non-limiting system 300 that
can convey a video in a format that is ready for immediate
download at a target device, according to an embodiment.
System 300 can be included, at least partially, on a host
device 302. Host device 302 can include a memory 304 that
stores computer executable components and instructions.
Host device 302 can also include a processor 306 that
executes the computer executable instructions stored in the
memory 304. It should be noted that although one or more
computer readable components may be described herein and
illustrated as components separate from memory 304, in
accordance with various embodiments, the one or more
computer executable components could be stored in the
memory 304.

The host device 302 can include a receiver component
308 that can receive a video request 310 from a target device
312. In accordance with some embodiments, similar video
requests (e.g., for the same video) are received from two or
more target devices. In other embodiments, different video
requests (e.g., for different videos) are received from one or
more target devices.

At about the same time as the video request 310 is
received, an authorization component 314 determines
whether the target device 312 that submitted the video
request 310 can have access to the requested video. The
ability to access the video can be determined by the autho-
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rization component 314 based on an identification of the
target device. For example, the video can be received from
a client device (e.g., user device 102 of FIGS. 1 and 2).
Information related to the devices (e.g., target device 312)
that can access the video content can be associated with the
received video. For example, a video might pertain to a
camping trip and the person that submitted the video might
only want the video to be viewed by friends or users tagged
in the video. Thus, the video is submitted with information
as to the identification of friends or users that can view the
video. Identification of the target device can be performed
based on information that is broadcast from the target
device. If the target device is not authorized to view the
video, an error message can be conveyed to the user of the
target device (e.g., through a prompt rendered on the target
device).

If the authorization component 314 determines that the
target device 312 can access the video, a transmit component
316 streams the video 318 to the target device 312. In one
implementation, at about the same time as the video 318 is
being streamed to the target device 312, a transformation
component 320 transcodes the video 318. For example, the
video might not have been transcoded at substantially the
same time as (or before) the video was conveyed to host
device 302 (as discussed with reference to FIGS. 1 and 2).
Thus, the video should be transcoded before the video is
conveyed to the target device. This can save time and other
resources on the target device because the video does not
need to be transcoded at the target device (e.g., is available
for immediate download).

FIG. 4 illustrates a system 400 that broadcasts video
availability information, according to an embodiment. The
video availability information can provide information
about the video to an individual (or to one or more sets of
individuals) that might be interested in the video. System
400 can include a broadcast component 402 that advertises
availability of downloadable content to a set of individuals
(e.g., to a set of target devices 312). In an embodiment,
broadcast component 402 can selectively convey informa-
tion to one or more individuals (or sets of individuals)
notifying those individuals (e.g., through respective user
devices) that a download is available. In order to convey the
information to the individuals, system 400 can include a user
recognition component 404 that identifies the individuals
based on information received with the video (e.g., from a
user device 102). The user recognition component 404 can
retain the listing of individuals in a database or other
retrievable format.

For example, the advertisement can be a selective adver-
tisement, wherein the set of individuals are selected as a
function of at least one configurable parameter. The con-
figurable parameter(s) can include a listing of individuals
that can access the video and such access can be limited by
the author of the video (e.g., via a user device 102). The
notifications can be conveyed to identified individuals (e.g.,
friends, a study group, and so forth), to a larger group of
individuals (e.g., all students at the college), or to the public
wherein anyone can gain access to the video as identified by,
for example, the uploading user.

According to another embodiment, broadcast component
402 can convey information to all devices. For example, the
advertisement can be a public advertisement and the set of
individuals can represent all devices capable of receiving the
advertisement.

FIG. 5 illustrates an example, non-limiting system 500 for
enhancing a video that is available for immediate download,
according to an embodiment. System 500 can facilitate
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videoconferencing (sometimes referred to as video chats),
wherein individuals can communicate through nearly simul-
taneous two-way video and audio transmissions. Each user
can capture the video chat from their viewpoints (e.g.,
through respective user devices). For example, respective
users of a first user device 502 and a second user device 504
can be involved in a video chat. The first user device 502 can
record what is being displayed on the device and the
corresponding audio. In a similar manner, the second user
device 504 can record what is being displayed on the device
and the corresponding audio. The video chat captured by
each user device can be conveyed to the host device 302.

The receiver component 308 receives a first video 506
from the first user device 502 and a second video 508 from
the second user device 504. The first video 506 and the
second video 508 can represent alternative views of a single
event (e.g., of the same video conference call). In some
embodiments, the first video and/or the second video are
transcoded at substantially the same time the videos are
conveyed to the host device 302. However, in accordance
with some embodiments, one or more of the videos are not
transcoded while being streamed to the host device 302.

Host device 302 includes a delta component 510 that
identifies differences between the first video 506 and the
second video 508. For example, the differences can relate to
the granularity of a document or screenshot presented in the
videos, wherein the granularity of the first video 506 is better
than the granularity of the second video 508 in this example.
In another example, the audio captured by the first user
device 502 might be distorted (e.g., due to background
noise) during a segment of the first video 506. However, the
same segment of the audio captured by the second user
device 504 might not contain the background noise, wherein
this difference is identified by the delta component 510.

Also included in host device 302 of FIG. 5 is an enhance-
ment component 512 that creates a third video as a result of
the identified differences. The third video 512 can be an
enhanced version of a combination of the first video 506 and
the second video 508. Continuing the above examples, the
third video 512 can include the document rendered on the
first video and the segment of the audio as captured by the
second user device (e.g., discarding the document from the
second video and the audio segment captured by the first
user device).

The third video 514 can be available for downloading to
various target devices 312 at substantially the same time as
the third video 514 is transcoded, as discussed herein. Thus,
video chats can be recorded in such a manner that the
downloaded version of the video chat (e.g., third video) has
a better quality than the information that is displayed on the
devices rendering the individual videos during the video
chat (e.g., user device, cell phone, and so on).

In some embodiments, alternative views of the video chat
can be made available in the downloaded version. FIG. 6
illustrates an example, non-limiting system 600 that pro-
vides alternative views of a video in a format that is ready
for immediate download, according to an embodiment.

Similar to the above, the receiver component 308 receives
a first video 506 from a first user device 502 and a second
video 508 from a second user device 504, wherein the first
video 506 and the second video 508 capture alternative
views of a single event (e.g., a video chat or a remote hosting
session). In one implementation, enhancement component
512 creates a third video 514 by combining the first video
506 and the second video 508 in a split-screen format (e.g.,
side-by-side, top-to-bottom). For example, frames of the
first video 506 can be on a left side of the third video’s
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frames and frames of the second video 508 can be on a right
side of the third video’s frames. An output component 602
can output the third video 514, providing the split-screen
format. In one implementation, the output component 602
renders the alternative views on a display of the target
device(s) 312 in a split-screen format, without a third video
being generated by the host device. For example, a first
video can be displayed on a top portion of the display and
the second video can be displayed on a bottom portion of the
display. In another example, the first video is displayed on
the right hand side of the display and the second video is
displayed on a left hand side of the display.

Also included is a synchronization component 604 that
harmonizes the alternative views. The alternative views can
be harmonized by the synchronization component 604 based
on audio tracks associated with each of the first video 506
and the second video 508. In another example, the harmo-
nization can be facilitated by the synchronization component
604 based on the recognition of events that occur in each
video (e.g., detected movement, an event occurring, and so
forth). The harmonization allows for continuity between the
multiple videos when viewed in the split-screen format.

FIG. 7 illustrates an example non-limiting method 700 for
providing concurrent transcoding of a streaming video,
according to an embodiment. While, for purposes of sim-
plicity of explanation, the methods are shown and described
as a series of acts, the disclosed subject matter is not limited
by the order of acts, as some acts may occur in different
orders and/or concurrently with other acts from that shown
and described herein. For example, those skilled in the art
will understand and appreciate that a method can alterna-
tively be represented as a series of interrelated states or
events, such as in a state diagram. Moreover, not all illus-
trated acts may be required to implement a method in
accordance with the disclosed subject matter. Additionally, it
is to be appreciated that the methods disclosed in this
detailed description are capable of being stored on an article
of manufacture to facilitate transporting and transferring
such methodologies to computers or other computing
devices.

Method 700 starts, at 702, when a video record request is
received (e.g., using a communication component 108). The
video record request can be received from a user device, for
example. At 704, a video is captured (e.g., using a capture
component 112). The video can be of a remote hosting
session or a video chat (e.g., an active video chat), for
example. The video can be of an event indicated by a video
record request.

At 706, the video is streamed to a host device (e.g., using
a transfer component 118). The video is streamed to the host
device in order for the video to be readily accessible by
target devices (or by the user device that captured the video).
In one example, users of the target devices might not have
been present at the event captured in the video (e.g., the
appearance of a deer on a trail); however, there is a desire for
those users to have access to the video.

At least a portion of the video is transcoded at 708 (e.g.,
using a conversion component 124). The video can be
transcoded at substantially the same time as the video is
streamed to the host device. The almost simultaneous
streaming and transcoding of the video allows the video to
be available for immediate download at one or more target
devices. For example, in one example, a remote hosting
session is open between a first device and an associated
second device. The remote hosting session provides a video
feed of the second device’s screen to the first device. A user
of the first or second device can trigger recording of the
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active remote hosting session or a part therecof. As the
recording is occurring, the recording is streamed to a content
hosting device and substantially simultaneously transcoded
(e.g., by a computer coupled to the content host device) so
as to make the recording available to one or more target
devices relatively immediately. In another implementation,
the appearance of a deer on a trail triggers video capture,
transcoding of the video, and substantially simultaneous
streaming of the transcoded video to a content host device
for immediate download availability to a target device (e.g.,
a mobile phone or tablet). The availability of the video can
be transmitted to the target device, e.g., via a push notifi-
cation to the target device.

In accordance with some embodiments, one or more
portions of the video can be bookmarked (e.g., using an
annotation component 202). The bookmark(s) can identify
one or more portions of the video that are to be transcoded.
At 708, only the one or more portions of the video that are
bookmarked are transcoded (e.g., using the conversion com-
ponent 124). Thus, portions of the video that are not book-
marked are not transcoded at substantially the same time as
the video is streamed to the host device. The bookmarking
of the video can be utilized to identify noncontiguous
portions of the video and the method 700 can include
aggregating the one or more portions of the video into a
single file (e.g., using a merge component 206).

Method 700 can also include distinguishing a first portion
of'the one or more portions from a second portion of the one
or more portions (e.g., using an indicator module 204). The
first portion and the second portion can be contiguous
portions of the video or can be noncontiguous portions of the
video. For example, the portions can be distinguished based
on information that identifies the contents of each portion.

FIG. 8 illustrates another example, non-limiting method
800 that can convey a video in a format that is ready for
immediate download at a target device, according to an
embodiment. Method 800 starts, at 802, when a request for
a video is received from a target device (e.g., using a
receiver component 308). The request can be for a video that
is stored in memory and/or a video that can be readily
accessed. The request can include an identification of the
video (e.g., name of the video, location of the video, and so
forth).

At 804, identification of the target device is utilized to
selectively allow access to the video (e.g., using an autho-
rization component 314). For example, the identification of
the target device can include determining an authorization
level associated with the target device, wherein the autho-
rization level is defined by an author of the video.

If the target device is authorized to access the video, at
806 the video is transcoded (e.g., using a transformation
component 320) and then streamed, at 808, to the target
device (e.g., using a transmit component 316). The transcod-
ing of the video before (or at substantially the same time as)
streaming of the video allows the video to be available for
immediate download at the target device (e.g., without a
second transcoding at the target device). The transcoding
can include transcoding portions of the video that are tagged
and the portions of the video that are tagged can be merged
to create a single file. The portions of the video that are
tagged can be contiguous portions or non-contiguous por-
tions of the video.

In an embodiment, the method 800 includes advertising
availability of downloadable content to a set of target
devices (e.g., using a broadcast component 402). The adver-
tisement can be a public advertisement and the set of
individuals can represent all devices capable of receiving the
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advertisement. In accordance with some embodiments, the
advertisement is a selective advertisement, wherein the set
of individuals are selected as a function of at least one
configurable parameter.

In another embodiment, the method can include receiving
a first video from a first user device and a second video from
a second user device (e.g., using a receiver component 308).
The first video and the second video can represent alterna-
tive views of a single event (e.g., of a video chat). Differ-
ences between the first video and the second video can be
identified (e.g., using a delta component 510) and a third
video can created as a result of the identified differences
(e.g., using an enhancement component 512). The third
video can be an enhanced version of a combination of the
first video and the second video.

In accordance with some embodiments, the alternative
views can be rendered in a split-screen format on the target
device (e.g., using an output component 602). Further, the
alternative views can be harmonized (e.g., using a synchro-
nization component 604), wherein the rendering includes
displaying the alternative views in the split-screen formation
so that the alternative views are harmonized.

With reference to FIG. 9, a suitable environment 900 for
implementing various embodiments of the disclosed subject
matter includes a computer 902. The computer 902 includes
a processing unit 904, a system memory 906, a codec 905,
and a system bus 908. The system bus 908 couples system
components including, but not limited to, the system
memory 906 to the processing unit 904. The processing unit
904 can be any of various available processors. Dual micro-
processors and other multiprocessor architectures also can
be employed as the processing unit 904.

The system bus 908 can be any of several types of bus
structure(s) including the memory bus or memory controller,
a peripheral bus or external bus, and/or a local bus using any
variety of available bus architectures including, but not
limited to, Industrial Standard Architecture (ISA), Micro-
Channel Architecture (MSA), Extended ISA (EISA), Intel-
ligent Drive Electronics (IDE), VESA Local Bus (VLB),
Peripheral Component Interconnect (PCI), Card Bus, Uni-
versal Serial Bus (USB), Advanced Graphics Port (AGP),
Personal Computer Memory Card International Association
bus (PCMCIA), Firewire (IEEE 1394), and Small Computer
Systems Interface (SCSI).

The system memory 906 includes volatile memory 910
and non-volatile memory 912. The basic input/output sys-
tem (BIOS), containing the basic routines to transfer infor-
mation between elements within the computer 902, such as
during start-up, is stored in non-volatile memory 912. In
addition, according to an embodiment, codec 905 may
include at least one of an encoder or decoder, wherein the at
least one of an encoder or decoder may consist of hardware,
a combination of hardware and software, or software.
Although, codec 905 is depicted as a separate component,
codec 905 may be contained within non-volatile memory
912. By way of illustration, and not limitation, non-volatile
memory 912 can include read only memory (ROM), pro-
grammable ROM (PROM), electrically programmable
ROM (EPROM), electrically erasable programmable ROM
(EEPROM), or flash memory. Volatile memory 910 includes
random access memory (RAM), which acts as external
cache memory. According to various embodiments, the
volatile memory may store write operation retry logic (not
shown in FIG. 9) and the like. By way of illustration and not
limitation, RAM is available in many forms such as static
RAM (SRAM), dynamic RAM (DRAM), synchronous
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DRAM (SDRAM), double data rate SDRAM (DDR
SDRAM), and enhanced SDRAM (ESDRAM.

Computer 902 may also include removable/non-remov-
able, volatile/non-volatile computer storage medium. FIG. 9
illustrates, for example, disk storage 914. Disk storage 914
includes, but is not limited to, devices such as a magnetic
disk drive, solid state disk (SSD) floppy disk drive, tape
drive, Jaz drive, Zip drive, [.S-70 drive, flash memory card,
or memory stick. In addition, disk storage 914 can include
storage medium separately or in combination with other
storage medium including, but not limited to, an optical disk
drive such as a compact disk ROM device (CD-ROM), CD
recordable drive (CD-R Drive), CD rewritable drive (CD-
RW Drive) or a digital versatile disk ROM drive (DVD-
ROM). To facilitate connection of the disk storage devices
914 to the system bus 908, a removable or non-removable
interface can be used, such as interface 916.

It is to be appreciated that FIG. 9 describes software that
acts as an intermediary between users and the basic com-
puter resources described in the suitable operating environ-
ment 900. Such software includes an operating system 918.
Operating system 918, which can be stored on disk storage
914, acts to control and allocate resources of the computer
902. Applications 920 take advantage of the management of
resources by operating system 918 through program mod-
ules 924, and program data 926, such as boot/shutdown
transaction table and the like, stored either in system
memory 906 or on disk storage 914. It is to be appreciated
that the disclosed embodiments can be implemented with
various operating systems or combinations of operating
systems.

A user enters commands or information into the computer
902 through input device(s) 928 (e.g., a user interface). Input
devices 928 include, but are not limited to, a pointing device
such as a mouse, trackball, stylus, touch pad, keyboard,
microphone, joystick, game pad, satellite dish, scanner, TV
tuner card, digital camera, digital video camera, web cam-
era, and the like. These and other input devices connect to
the processing unit 904 through the system bus 908 via
interface port(s) 930. Interface port(s) 930 include, for
example, a serial port, a parallel port, a game port, and a
universal serial bus (USB). Output device(s) 936 use some
of the same type of ports as input device(s) 928. Thus, for
example, a USB port may be used to provide input to
computer 902, and to output information from computer 902
to an output device 936. Output adapter 934 is provided to
illustrate that there are some output devices 936 such as
monitors, speakers, and printers, among other output devices
936, which require special adapters. The output adapters 934
include, by way of illustration and not limitation, video and
sound cards that provide a means of connection between the
output device 936 and the system bus 908. It should be noted
that other devices and/or systems of devices provide both
input and output capabilities such as remote computer(s)
938.

Computer 902 can operate in a networked environment
using logical connections to one or more remote computers,
such as remote computer(s) 938 (e.g., a family of devices).
The remote computer(s) 938 can be a personal computer, a
server, a router, a network PC, a workstation, a micropro-
cessor based appliance, a peer device, a smart phone, a
tablet, or other network node, and can includes many of the
elements described relative to computer 902. For purposes
of brevity, only a memory storage device 940 is illustrated
with remote computer(s) 938. Remote computer(s) 938 is
logically connected to computer 902 through a network
interface 942 and then connected via communication con-
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nection(s) 944. Network interface 942 encompasses wire
and/or wireless communication networks such as local-area
networks (LAN) and wide-area networks (WAN) and cel-
Iular networks. LAN technologies include Fiber Distributed
Data Interface (FDDI), Copper Distributed Data Interface
(CDDI), Ethernet, Token Ring and the like. WAN technolo-
gies include, but are not limited to, point-to-point links,
circuit switching networks such as Integrated Services Digi-
tal Networks (ISDN) and variations thereon, packet switch-
ing networks, and Digital Subscriber Lines (DSL).

Communication connection(s) 944 refers to the hardware/
software employed to connect the network interface 942 to
the bus 908. While communication connection 944 is shown
for illustrative clarity inside computer 902, it can also be
external to computer 902. The hardware/software necessary
for connection to the network interface 942 includes, for
exemplary purposes only, internal and external technologies
such as, modems including regular telephone grade
modems, cable modems and DSL modems, ISDN adapters,
and wired and wireless Ethernet cards, hubs, and routers.

Referring now to FIG. 10, there is illustrated a schematic
block diagram of a computing environment 1000 in accor-
dance with the disclosed embodiments. The system 1000
includes one or more client(s) 1002 (e.g., laptops, smart
phones, PDAs, media players, computers, portable elec-
tronic devices, tablets, and the like). The client(s) 1002 can
be hardware and/or software (e.g., threads, processes, com-
puting devices). The system 1000 also includes one or more
server(s) 1004. The server(s) 1004 can also be hardware or
hardware in combination with software (e.g., threads, pro-
cesses, computing devices). The servers 1004 can house
threads to perform transformations by employing aspects of
this disclosure, for example. One possible communication
between a client 1002 and a server 1004 can be in the form
of a data packet transmitted between two or more computer
processes wherein the data packet may include video data.
The data packet can include metadata, such as associated
contextual information for example. The system 1000
includes a communication framework 1006 (e.g., a global
communication network such as the Internet, or mobile
network(s)) that can be employed to facilitate communica-
tions between the client(s) 1002 and the server(s) 1004.

Communications can be facilitated via a wired (including
optical fiber) and/or wireless technology. The client(s) 1002
include or are operatively connected to one or more client
data store(s) 1008 that can be employed to store information
local to the client(s) 1002 (e.g., associated contextual infor-
mation). Similarly, the server(s) 1004 operatively include or
are operatively connected to one or more server data store(s)
1010 that can be employed to store information local to the
servers 1004.

The illustrated aspects of the disclosure may also be
practiced in distributed computing environments where cer-
tain tasks are performed by remote processing devices that
are linked through a communications network. In a distrib-
uted computing environment, program modules can be
located in both local and remote memory storage devices.

Moreover, it is to be appreciated that various components
described in this description can include electrical circuit(s)
that can include components and circuitry elements of
suitable value in order to implement the embodiments of the
subject disclosure. Furthermore, it can be appreciated that
many of the various components can be implemented on one
or more integrated circuit (IC) chips. For example, in one
embodiment, a set of components can be implemented in a
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single IC chip. In other embodiments, one or more of
respective components are fabricated or implemented on
separate IC chips.

What has been described above includes examples of
various embodiments. It is, of course, not possible to
describe every conceivable combination of components or
methodologies for purposes of describing the one or more
aspects, but it is to be appreciated that many further com-
binations and permutations of the various aspects are pos-
sible. Accordingly, the subject disclosure is intended to
embrace all such alterations, modifications, and variations.
Moreover, the above description of illustrated embodiments
of the subject disclosure, including what is described in the
Abstract, is not intended to be exhaustive or to limit the
disclosed embodiments to the precise forms disclosed.
While specific embodiments and examples are described in
this disclosure for illustrative purposes, various modifica-
tions are possible that are considered within the scope of
such embodiments and examples, as those skilled in the
relevant art can recognize.

In particular and in regard to the various functions per-
formed by the above described components, devices, cir-
cuits, systems and the like, the terms used to describe such
components are intended to correspond, unless otherwise
indicated, to any component which performs the specified
function of the described component (e.g., a functional
equivalent), even though not structurally equivalent to the
disclosed structure, which performs the function in the
disclosed illustrated exemplary aspects of the disclosed
subject matter. In this regard, it will also be recognized that
the aspects include a system as well as a computer-readable
storage medium having computer-executable instructions
for performing the acts and/or events of the various methods
of the claimed subject matter.

The aforementioned systems/circuits/modules have been
described with respect to interaction between several com-
ponents/blocks. It can be appreciated that such systems/
circuits and components/blocks can include those compo-
nents or specified sub-components, some of the specified
components or sub-components, and/or additional compo-
nents, and according to various permutations and combina-
tions of the foregoing. Sub-components can also be imple-
mented as components communicatively coupled to other
components rather than included within parent components
(hierarchical). Additionally, it should be noted that one or
more components may be combined into a single component
providing aggregate functionality or divided into several
separate sub-components, and any one or more middle
layers, such as a management layer, may be provided to
communicatively couple to such sub-components in order to
provide integrated functionality. Any components described
in this disclosure may also interact with one or more other
components not specifically described in this disclosure but
known by those of skill in the art. Although the components
described herein are primarily described in connection with
performing respective acts or functionalities, it is to be
understood that in a non-active state these components can
be configured to perform such acts or functionalities.

In addition, while a particular feature may have been
disclosed with respect to only one of several implementa-
tions, such feature may be combined with one or more other
features of the other implementations as may be desired and
advantageous for any given or particular application. Fur-
thermore, to the extent that the terms “includes,” “includ-
ing,” “has,” “contains,” variants thereof, and other similar
words are used in either the detailed description or the
claims, these terms are intended to be inclusive in a manner
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similar to the term “comprising” as an open transition word
without precluding any additional or other elements.

As used in this application, the terms “component”,
“module”, “system”, or the like are generally intended to
refer to a computer-related entity, either hardware (e.g., a
circuit), a combination of hardware and software, software,
or an entity related to an operational machine with one or
more specific functionalities. For example, a component
may be, but is not limited to being, a process running on a
processor (e.g., digital signal processor), a processor, an
object, an executable, a thread of execution, a program,
and/or a computer. By way of illustration, both an applica-
tion running on a controller and the controller can be a
component. One or more components may reside within a
process and/or thread of execution and a component may be
localized on one computer and/or distributed between two or
more computers. Further, a “device” can come in the form
of specially designed hardware; generalized hardware made
specialized by the execution of software thereon that enables
the hardware to perform specific functions; software stored
on a computer readable storage medium; software transmit-
ted on a computer readable transmission medium; or a
combination thereof.

Moreover, the words “example” or “exemplary” are used
in this disclosure to mean serving as an example, instance,
or illustration. Any aspect or design described in this dis-
closure as “exemplary” is not necessarily to be construed as
preferred or advantageous over other aspects or designs.
Rather, use of the words “example” or “exemplary” is
intended to present concepts in a concrete fashion. As used
in this application, the term “or” is intended to mean an
inclusive “or” rather than an exclusive “or”. That is, unless
specified otherwise, or clear from context, “X employs A or
B” is intended to mean any of the natural inclusive permu-
tations. That is, if X employs A; X employs B; or X employs
both A and B, then “X employs A or B” is satisfied under any
of the foregoing instances. In addition, the articles “a” and
“an” as used in this application and the appended claims
should generally be construed to mean “one or more” unless
specified otherwise or clear from context to be directed to a
singular form.

Reference throughout this specification to “one imple-
mentation,” or “an implementation,” or “one embodiment,”
or “an embodiment” means that a particular feature, struc-
ture, or characteristic described in connection with the
implementation or embodiment is included in at least one
implementation or one embodiment. Thus, the appearances
of the phrase “in one implementation,” or “in an implemen-
tation,” or “in one embodiment,” or “in an embodiment” in
various places throughout this specification can, but are not
necessarily, referring to the same implementation or
embodiment, depending on the circumstances. Furthermore,
the particular features, structures, or characteristics may be
combined in any suitable manner in one or more implemen-
tations or embodiments.

Computing devices typically include a variety of media,
which can include computer-readable storage media and/or
communications media, in which these two terms are used
in this description differently from one another as follows.
Computer-readable storage media can be any available
storage media that can be accessed by the computer, is
typically of a non-transitory nature, and can include both
volatile and nonvolatile media, removable and non-remov-
able media. By way of example, and not limitation, com-
puter-readable storage media can be implemented in con-
nection with any method or technology for storage of
information such as computer-readable instructions, pro-
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gram modules, structured data, or unstructured data. Com-
puter-readable storage media can include, but are not limited
to, RAM, ROM, EEPROM, flash memory or other memory
technology, CD-ROM, digital versatile disk (DVD) or other
optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
other tangible and/or non-transitory media which can be
used to store desired information. Computer-readable stor-
age media can be accessed by one or more local or remote
computing devices, for example, via access requests, que-
ries, or other data retrieval protocols, for a variety of
operations with respect to the information stored by the
medium.

On the other hand, communications media typically
embody computer-readable instructions, data structures,
program modules or other structured or unstructured data in
a data signal that can be transitory such as a modulated data
signal, for example, a carrier wave or other transport mecha-
nism, and includes any information delivery or transport
media. The term “modulated data signal” or signals refers to
a signal that has one or more of its characteristics set or
changed in such a manner as to encode information in one
or more signals. By way of example, and not limitation,
communication media include wired media, such as a wired
network or direct-wired connection, and wireless media
such as acoustic, RF, infrared and other wireless media.

In addition, while a particular feature of the disclosed
aspects may have been disclosed with respect to only one of
several implementations, such feature may be combined
with one or more other features of the other implementations
as may be desired and advantageous for any given or
particular application. Furthermore, to the extent that the
terms “includes,” “including,” “has,” “contains,” variants
thereof, and other similar words are used in either the
detailed description or the claims, these terms are intended
to be inclusive in a manner similar to the term “comprising”
as an open transition word without precluding any additional
or other elements.

What is claimed is:
1. A device, comprising:
a memory that stores computer executable components;
and
a processor that executes the following computer execut-
able components stored in the memory:
a communication component for receiving a video record
request;
a capture component for recording a video of a live event
indicated by the video record request;
a transfer component for streaming at least a portion of the
video to a host device as the video is being recorded;
an annotation component for:
identifying one or more portions of the video to be
transcoded based on at least one of plurality of
identifying parameters, wherein each identified por-
tion of the video to be transcoded has the same
duration; and
tagging each identified portion of the video to be
transcoded with markers that indicate where to start
and stop the transcoding of the identified portion of
the video; and
a conversion component for:
transcoding only the identified one or more portions of
the video into a format supported by a target device,
the transcoding being concurrent to the streaming of
the at least the portion of the video to the host device,
wherein the target device is different from the host
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device, and only the transcoded portions of the video
are for downloading at the target device.
2. The device of claim 1, wherein the plurality of iden-
tifying parameters include at least one of: user input, user
preference, keywords and phrases describing content of the
video, and identification of one or more human speakers in
the video.
3. The device of claim 1, further comprising:
a merge component for combining one or more
transcoded portions of the video into a single file, each
transcoded portion in the single file being identified by
at least one marker indicating start of the transcoded
portion.
4. A device, comprising:
a memory that stores computer executable components;
and
a processor that executes the following computer execut-
able components stored in the memory:
a receiver component for receiving a first video from a
first user device and a second video from a second user
device, wherein the first video and the second video
represent alternative views of a common event;
a delta component for identifying audio and visual dif-
ferences between the first video and the second video;
an enhancement component for:
synchronizing the first video and the second video
based on at least one of audio tracks associated with
each of the first video and the second video and
recognition of events that occur in each of the first
video and the second video;

creating a third video based on the identified differ-
ences and synchronization of the first video and the
second video combining the synchronized first video
and second video displayed in a split-screen format,
wherein the third video is an enhanced version of a
combination of the first video and the second video,
and wherein continuity is provided when reviewing
the synchronized first video and the second video
displayed in the split-screen format;

a communication component for streaming the third video
to a target device in response to a request for a video
related to the event from the target device; and

a transformation component for transcoding the third
video into a format supported by the target device
concurrently with the third video being streamed to the
target device.

5. The device of claim 4, wherein the event is a video chat
and the first user device and the second user device are
operated by different entities.

6. The device of claim 4, wherein the enhancement
component combines frames of the first video with an audio
segment of the second video temporally corresponding to
the frames of the first video to form the third video.

7. The device of claim 6, wherein the frames of the first
video are of higher visual quality than temporally corre-
sponding frames of the second video.

8. The device of claim 6, wherein the audio segment of the
second video is of higher audio quality than a temporally
corresponding audio segment of the first video.

9. A method, comprising:

receiving, by a system including a computer processor, a
first video from a first user device and a second video
from a second user device, wherein the first video and
the second video represent alternative views of a com-
mon event;
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identifying, by the system, audio and visual differences
between the first video and the second video;

synchronizing, by the system, the first video and the
second video based on at least one of audio tracks
associated with each of the first video and the second
video and recognition of events that occur in each of the
first video and the second video;

creating, by the system, a third video based on the
identified differences and synchronization of the first
video and the second video by combining the synchro-
nized first video and second video displayed in a
split-screen format, wherein the third video is an
enhanced version of a combination of the first video
and the second video, and wherein continuity is pro-
vided when reviewing the synchronized first video and
the second video displayed in the split-screen format;

streaming, by the system, the third video to a target device
in response to a request for a video related to the event
from the target device; and

transcoding the third video to a format supported by the

target device concurrently with the third video is
streamed to the target device.

10. The method of claim 9, wherein the third video
comprises frames of the first video with an audio segment of
the second video temporally corresponding to the frames of
the first video.

11. The method of claim 9, wherein the frames of the first
video are of higher visual quality than temporally corre-
sponding frames of the second video.

12. The method of claim 9, wherein the audio segment of
the second video is of higher audio quality than a temporally
corresponding audio segment of the first video.

13. A method, comprising:

receiving, by a first device comprising a computer pro-

cessor, a video record request;

recording, by the first device, a video of a live event in

response to the video record request;
streaming, by the first device to a host device, at least a
portion of the video as the video is being recorded; and

identifying one or more portions of the video to be
transcoded based on at least one of plurality of identi-
fying parameters, wherein each identified portion of the
video to be transcoded has the same duration;

tagging each identified portion of the video to be
transcoded with markers that indicate where to start and
stop the transcoding of the identified portion of the
video; and

transcoding, by the first device, only the identified one or

more portions of the video into a format supported by
a target device, the transcoding being concurrent to the
streaming of at least the portion of the video to the host
device, wherein the target device is different from the
host device and only the transcoded portions of the
video are for downloading at the target device.

14. The method of claim 13, wherein the plurality of
identifying parameters include at least one of: user input,
user preference, keywords and phrases describing content of
the video, and identification of one or more human speakers
in the video.

15. The method of claim 13, further comprising combin-
ing one or more transcoded portions of the video into a
single file, each transcoded portion in the single file being
identified by at least one marker indicating start of the
transcoded portion.



